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ABSTRACT  
Aim/Purpose While existing literature has extensively explored factors influencing the success 

of big data projects and proposed big data maturity models, no study has har-
nessed machine learning to predict project success and identify the critical fea-
tures contributing significantly to that success. The purpose of this paper is to 
offer fresh insights into the realm of big data projects by leveraging machine-
learning algorithms.  

Background Previously, we introduced the Global Big Data Maturity Model (GBDMM), 
which encompassed various domains inspired by the success factors of big data 
projects. In this paper, we transformed these maturity domains into a survey 
and collected feedback from 90 big data experts across the Middle East, Gulf, 
Africa, and Turkey regions regarding their own projects. This approach aims to 
gather firsthand insights from practitioners and experts in the field.  

Methodology To analyze the feedback obtained from the survey, we applied several algo-
rithms suitable for small datasets and categorical features. Our approach in-
cluded cross-validation and feature selection techniques to mitigate overfitting 
and enhance model performance. Notably, the best-performing algorithms in 
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our study were the Decision Tree (achieving an F1 score of 67%) and the Cat 
Boost classifier (also achieving an F1 score of 67%). 

Contribution This research makes a significant contribution to the field of big data projects. 
By utilizing machine-learning techniques, we predict the success or failure of 
such projects and identify the key features that significantly contribute to their 
success. This provides companies with a valuable model for predicting their 
own big data project outcomes. 

Findings Our analysis revealed that the domains of strategy and data have the most influ-
ential impact on the success of big data projects. Therefore, companies should 
prioritize these domains when undertaking such projects. Furthermore, we now 
have an initial model capable of predicting project success or failure, which can 
be invaluable for companies. 

Recommendations  
for Practitioners 

Based on our findings, we recommend that practitioners concentrate on 
developing robust strategies and prioritize data management to enhance the 
outcomes of their big data projects. Additionally, practitioners can leverage 
machine-learning techniques to predict the success rate of these projects. 

Recommendations  
for Researchers  

For further research in this field, we suggest exploring additional algorithms and 
techniques and refining existing models to enhance the accuracy and reliability 
of predicting the success of big data projects. Researchers may also investigate 
further into the interplay between strategy, data, and the success of such pro-
jects. 

Impact on Society By improving the success rate of big data projects, our findings enable organiza-
tions to create more efficient and impactful data-driven solutions across various 
sectors. This, in turn, facilitates informed decision-making, effective resource al-
location, improved operational efficiency, and overall performance enhance-
ment. 

Future Research In the future, gathering additional feedback from a broader range of big data ex-
perts will be valuable and help refine the prediction algorithm. Conducting lon-
gitudinal studies to analyze the long-term success and outcomes of Big Data 
projects would be beneficial. Furthermore, exploring the applicability of our 
model across different regions and industries will provide further insights into 
the field. 

Keywords big data projects, success prediction, key factors, maturity model, machine 
learning 

INTRODUCTION 
Despite the accelerated growth in the use of big data in recent years, particularly during the COVID-
19 crisis, when the world made extensive use of big data to manage and control the pandemic 
(Alsunaidi et al., 2021; Bragazzi et al., 2020; Haleem et al., 2020), the implementation of big data pro-
jects is not always a success. According to Nick Heudecker, an analyst at Gartner (Asay, 2017), there 
are many solid reasons why big data projects fail, such as the difficulty of integrating big data with 
existing processes and applications, management resistance, internal politics, lack of skills, and secu-
rity and governance challenges. 

To help companies avoid this failure, many authors explore and expose big data success factors as 
fundamental keys to overcoming big data implementation challenges (Al-Sai et al., 2020; Gao et al., 
2015; Soukaina et al., 2019). In addition, a few authors and software editors have proposed big data 
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maturity models to assess companies’ big data maturity before starting implementation (Farah, 2017; 
Halper, 2020; Mouhib et al., 2020). Among all these attempts, we have not found a comprehensive 
study proposing a predictive model for the success of big data projects, which we aim to provide in 
this article.   

In light of our research and experience in the data and analytics field, we have previously outlined the 
success factors that lead to the successful implementation of big data projects (Soukaina et al., 2019). 
Based on these success factors, we proposed the global big data maturity model (Mouhib et al., 
2020), a comprehensive assessment model for measuring companies’ ability to get their projects off 
the ground. 

To complement previous work and take another step towards our big data adoption framework, we 
used the success factors to create a comprehensive questionnaire that we shared with big data experts 
from Africa, the Middle East, the Gulf, and Turkey. Thanks to the results of this survey, we were 
able not only to examine the factors or maturity domains that most influence the success of big data 
projects but also to create a model to help companies predict the success of their big data projects.  

This study stands out from existing research in two key ways. First, it leverages specific characteris-
tics aligned with our global maturity model, as proposed in prior work (Mouhib et al., 2020). Second, 
it is innovative by aiming to develop a predictive model using machine learning algorithms to predict 
big data success – an area that remains largely unexplored in the literature. 

The subsequent sections of this paper are structured as follows. First, we delve into a comprehensive 
literature review on success factors and maturity domains. Next, we provide the context that under-
pins our work. Following that, we delve into the research design and methodology. Subsequently, we 
present and discuss the main findings and results. Finally, in the concluding section, we assess the 
value of this study, acknowledge its limitations, and outline potential directions for future research. 

LITERATURE REVIEW 
In the past few years, the importance of big data has been underscored, especially during the global 
pandemic of COVID-19. Organizations and governments around the world have relied heavily on 
big data analysis to understand better the spread of the virus, control its transmission, and predict its 
impact on mental health (Alsunaidi et al., 2021; Banna et al., 2023; Barbaglia et al., 2023). 

However, the successful implementation of big data projects is challenging (Naeem et al., 2022). Or-
ganizations are required to deal with complexities, such as collecting, storing, processing, analyzing, 
and interpreting data to obtain relevant insights. In addition, determining how to improve the success 
of their big data initiatives is becoming a crucial topic today. In academic literature, we observe two 
primary trends related to big data project success. The first trend is related to critical success factors, 
and the second is related to maturity models. 

Regarding success factors, researchers have linked the success of big data projects to specific critical 
success factors (CSFs), also known as key factors, adoption factors, or influencing factors. These fac-
tors are often identified through comprehensive literature reviews (Jonathan & Raharjo, 2024; Saltz 
& Shamshurin, 2016; Sun et al., 2018). Other authors tried to validate these factors through surveys 
(Lucas, 2019; Rahman, 2016; Santoso, 2023) or methods such as ABC analysis (Koronios et al., 
2014). Other authors concentrate on identifying their categories (Al-Sai et al., 2020; Eybers & Hat-
tingh, 2017; Surbakti et al., 2020), and others focus on a specific success factor such as organizational 
alignment (Chang et al., 2017; Kiron, 2013) or governance (Brous et al., 2020; Veeneman et al., 2018).  

Regarding maturity models, they play a crucial role in assessing companies’ ability to launch big data 
projects, consequently increasing their chances of success. Some models are designed by big data 
practitioners, who often propose challenging models. These models are typically supported by survey 
or assessment tools such as Transforming Data With Intelligence (Halper, 2020) and Hortonworks 
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(Dhanuka, 2016). Other models are proposed by authors, such as the value Base Maturity Model 
(Farah, 2017), the Zakat Maturity Model (Sulaiman et al., 2015) or the Temporal Maturity Model (Ol-
szak & Mach-Król, 2018).  

Today, several papers propose industry-specific models to address the assessment of Artificial Intelli-
gence (AI) and big data implementations, particularly within the process industry. A recent study by 
Fornasiero et al. (2024) compares various maturity models relevant to AI and BD in the industry sec-
tor (Alsheiabni et al., 2019; Colangelo et al., 2022; Hausladen & Schosser, 2020; Hortovanyi et al., 
2023). These maturity models also evaluate various maturity-related dimensions, such as strategy, 
governance, technology, and analytics, all within the context of the process industry. 

In a previous work (Mouhib et al., 2020), we studied existing maturity models used across various 
sectors and proposed our Global Big Data Maturity Model (GBDMM). To illustrate the discrepan-
cies between existing maturity models, Table 1 shows the global sub-domains in 15 of the existing 
maturity models.  

Table 1. Global domains occurrence within 15 maturity models  

Global maturity sub-domains Maturity models references 

 (Schm
arzo, 2013) 

 (van V
eenstra et al., 2013) 

(E
l-D

arw
iche et al., 2014) 

(Radcliffe, 2014) 

(H
alper, 2020) 

(V
esset &

 X
iong, 2015) 

(N
ott, 2022) 

(Sulaim
an et al., 2015) 

(C
om

uzzi &
 Patel, 2016) 

(Farah, 2017) 

(O
lszak &

 M
ach-K

ról, 2018) 

(H
ausladen &

 Schosser, 2020) 

(M
ouhib et al., 2020) 

(D
hanuka, 2016) 

  (Bond et al., 2013) 

 

Strategy x x x x  x x x x x  x x x x 
Processes x  x x  x   x    x x  
Data analytics  x x x x  x x x  x  x x  
Data management   x x x x  x x x x x x x x 
Information technology    x   x  x   x x   
IT infrastructure      x x x  x  x  x x x 
People  x x x x x   x    x x x 
Culture   x  x  x  x  x  x   
Governance    x x  x  x x   x  x 
Methodology              x   

 

The main difference between all the models lies in the big data domains covered by each model, ma-
turity levels, and assessment tools. Different models vary in the domains they address. Some offer 
comprehensive coverage across multiple domains (Comuzzi & Patel, 2016; Halper, 2020), while oth-
ers focus on specific areas (van Veenstra et al., 2013). Maturity models typically have different levels 
(e.g., 4, 5, or 6) representing the organization’s progression in adopting big data practices. These lev-
els often range from initial (low maturity) to optimized (high maturity). Regarding the assessment 
tools, models like TDWI (Halper, 2020) and IDC (Vesset & Xiong , 2015) come with assessment in-
struments that help organizations evaluate their maturity. These tools automatically calculate a ma-
turity score based on users’ responses to specific questions. 

https://tdwi.org/%7E/media/3BF039A2F7E1464B8290D8A9880FEC22.pdfma


Mouhib, Cherkaoui, Anoun, & Ridouani  

5 

The Global Big Data Maturity Model aims for thoroughness and includes project methodology as a 
critical maturity domain. It covers six global areas: Strategy Alignment, Data, People, Governance, 
Technology, and Methodology, and defines five maturity levels: Ad Hoc, Explore, Transformation, 
Adoption, and Maturity. It comes with an assessment framework that offers a global score and iden-
tifies areas for improvement to enhance companies’ chances of success in big data initiatives (Mou-
hib et al., 2023b). 

As a new step in our work, we intend to incorporate a prediction module into our framework. To the 
best of our knowledge, there is no other paper dealing with predicting big data success, hence the 
originality of this article in filling this research gap. 

WORK BACKGROUND AND MOTIVATION 
Previously, we aimed to create a framework to enhance big data adoption, providing companies with 
insights into their readiness for starting big data projects. We began our study by exploring and classi-
fying the factors impacting big data projects (Soukaina et al., 2019). We identified six key categories: 
strategy alignment, data, people, governance, technology, and methodology. Then, we mapped these 
success factors to maturity domains within maturity models. 

Through extensive analysis of literature and software vendor documents related to big data maturity 
models, we proposed a comprehensive model – the Global Big Data Maturity Model (Mouhib et al., 
2020). This model allows for a thorough assessment of an organization’s maturity, incorporating the 
methodology dimension as a critical factor for successfully driving big data projects (a dimension of-
ten missing in existing models). The high-level design of the GBDMM is illustrated in Figure 1. 

 
Figure 1. Global Big Data Maturity Model design (Mouhib et al., 2020)   

Building upon this foundation, we developed a corresponding big data assessment framework. This 
framework provides final scores representing an organization’s readiness to implement big data initia-
tives (Mouhib et al., 2023b) (see Figure 2 for a visual representation of the output of the assessment 
framework results). 

To interpret the framework scores, we proposed Table 2, which presents the maturity level corre-
sponding to each global score with a breakdown of scores per dimension (Mouhib et al., 2023a). 

To obtain a more precise score and define the importance of each maturity area, we used the Analytic 
Hierarchy Process (AHP) technique in conjunction with big data professionals inputs (Mouhib et al., 
2023a). The weightings for each area, in descending order, were as follows: data (0.278), governance 
(0.190), strategy alignment (0.173), methodology (0.166), people (0.128), and technology (0.064) (see 
Figure 3). 

https://www.bigdataframework.org/knowledge/big-data-maturity-assessment/
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Figure 2. Global assessment framework outputs  

Table 2. Maturity levels with corresponding global and domain scores 

Maturity levels Domain’s score Global score 
Ad-hoc  =<4 =<24 
Explore  >4 & =<8 >24 & =<48 
Transformation  >8 & =<12 >48 &=<72 
Adoption  >12 & =<16 >72 &=<96 
Maturity  >16 & =<20 >96 & =<120 

 

 

 
Figure 3. Global domains’ weights percentage (Mouhib et al., 2020)  
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This approach allowed us to calculate accurate weighted scores. The AHP rankings revealed that the 
data dimension exerts the most significant impact on the success of big data projects, followed by 
strategy, methodology, governance, people then, and technology. 

Taking this research a step further, we aim to expand the assessment framework and develop a 
machine-learning model capable of predicting the success or failure of companies in adopting their 
big data projects. Leveraging the global maturity domains and success factors, we conducted a 
comprehensive survey among experts from Africa, the Middle East, the Gulf, and Turkey. By 
utilizing machine-learning techniques, we not only identify influential features for project success but 
also empower companies to predict their likelihood of success in big data initiatives. 

The driving force behind this initiative lies in the current lack of prediction models for big data suc-
cess in the existing literature. Our proposed model aims to fill this gap, equipping organizations and 
stakeholders with data-driven insights to make informed decisions. Among the advantages of this ap-
proach are: 

• Organizations can optimize resource allocation. Big data projects require substantial infra-
structure, technology, and human resources investments. Consequently, accurately predicting 
the success of these projects may enable organizations to allocate strategically their re-
sources, minimizing wasted efforts and maximizing return on investment.  

• By gaining insights into big data success, organizations can create effective frameworks and 
guidelines for implementation. For example, if data governance significantly influences pro-
ject success, prioritizing robust data governance frameworks enhances the chances of achiev-
ing overall success. 

METHODOLOGY 
Based on the Global maturity domains, we developed a machine-learning algorithm to predict the 
success of big data projects. To achieve that, we tested several machine-learning algorithms adapted 
to categorical features. We used feature selection and cross-validation techniques to remove irrele-
vant features and improve algorithm performance. 

DATA UNDERSTANDING  
In the context of machine learning implementation, data understanding plays a pivotal role. This step 
entails a comprehensive analysis and thorough familiarity with the data you will be working with. Fol-
lowing are the steps we went through. 

Data collection  
Based on the Global Big Data Maturity Model, we have designed a survey inspired by Global ma-
turity domains, as illustrated in Table 3. We added two more questions about the company size and 
big data project outcome to complete our survey: What is your company size? Did you reach your 
big data project objectives? 

We sent the survey to big data and analytics experts in the Middle East, Africa, the Gulf, and Turkey 
regions to investigate the status of current projects. We collected 90 responses that we used to train 
and run the first version of the predictive model. 
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Table 3. Global domains and corresponding survey questions 

Global maturity models Corresponding questions 
Strategy Alignment What level of support do you get from your management?  

Is Big Data part of your business strategy? 
Did you allocate the necessary budget to the project? 

Methodology  Business and IT work together to identify use cases. 
Have all use case specifications and outcomes or deliverables been 
thoroughly identified? 
Do you use agile team methodology to implement big data? 

 Do you use an iterative development approach to collect requirements 
and implement use cases? 

Data  Is use cases’ data available? 
Do you have a data lake that consolidates all data sources and types? 
Do you have well-defined data lifecycle management (collect, store, 
process and analyze data)? 

Governance Do you have well-known processes, and practices to protect and 
secure sensitive data? 

People Do you have a multidisciplinary team experienced in big data 
technologies? 
Do you use external resources to implement the project? Only internal 
ones? 
Does the company use analytics for daily operations to monitor and 
drive business growth?   

Technology Do you employ advanced analytics and utilize data exploration 
visualization? 
Do you have prebuilt Analytics solutions/ ML or custom development 
to implement the use cases? 
Do you use cloud services or on-premise solutions for your big data 
analytics platform? 
Do you ingest and process real-time data (sensors, events, media, and 
logs)? 
Does your current platform handle the data volume needed for the 
actual big data use cases and eventual growth? 
Do you use data quality tools to ensure the quality of data? 
Do you have data integration services or tools to support your 
different sources/targets?  

 

Data Exploration 
The first step in machine learning analysis is to obtain an overview of the collected data using a data 
visualization tool. Figure 4 illustrates the distribution of features within our dataset. For example, 
more than 50% of companies reported achieving more than 60% of their objectives; more than 70% 
of companies allocated a budget to their project, and the majority utilized a team methodology and 
processed sensitive data. 
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Figure 4. Global domains’ weights percentage (Mouhib et al., 2023b) 

For better data exploration, we created a visualization project with several graphs to better under-
stand our target attribute: project objectives (Figure 5). 

The pie chart (a) illustrates the distribution of project objectives values: 37.5% of companies 
achieve 80-100%, 33.75% achieve 60-80%, and 28.75% achieve less than 60% of their objectives. In 
addition, the bar chart (b) shows how the project objectives attribute is distributed relatively to the 
management support attribute.  

The bar chart (b) illustrates how the project objectives attribute is distributed based on manage-
ment support. Notably, companies with medium to high management support are more likely to 
achieve their big data project objectives. For instance, all companies with high management support 
have project objectives above 40%.  

Additionally, graphics (c) and (d) show the distribution of the project objectives attribute accord-
ing to methodology and multidisciplinary teams. Companies that either partially or fully adopt team 
methodologies and have multidisciplinary teams tend to be more successful in achieving their big 
data project objectives. 
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Figure 5. Project objective correlation with big data domains 

 

DATA PREPARATION 
The dataset used in this study resulted from a survey conducted with over a hundred big data special-
ists across Africa, Turkey, the Gulf, and the Middle East. Ninety responses were collected and used 
for training and testing the model. 

In this analysis, we utilized 21 features, including those derived from global big data maturity do-
mains and company size. The success level of the Big Data project serves as the prediction target. 
This success level is represented by the feature Project Objectives, which falls into the following per-
centage ranges: 0% to 20% (unsuccessful), 20% to 40% (moderately successful), 40 to 60% (success-
ful), 60% to 80% (very successful), and 80% to 100% (exceptionally successful). Table 4 provides a 
comprehensive list of all the features used for prediction, along with their corresponding classes. 

The input data is prepared based on the chosen classification algorithm. For decision tree-based algo-
rithms, categorical features are converted into numerical values using an ordinal encoder. In contrast, 
Logistic Regression and Support Vector Machine classification methods necessitate transforming cat-
egorical data into binary vectors using one-hot encoding. However, the CatBoost algorithm can han-
dle categorical data directly without any specific transformation. 

The algorithms were tuned and trained on a random sample representing 70% of the data. The re-
maining 30% of the data serves as a test set, which remains untouched to facilitate performance com-
parisons between the algorithms. 
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Table 4. Big data prediction model features  

Feature Description Classes 
Company size Small, medium, or large company SMB (100), SME (≤500), Large (>500) 
Management support Level of management support Low, Medium, High 
Business strategy If big data is part of company’s 

business strategy. 
No, Partially, Yes 

Project budget If the project budget is allocated. No, Partially, Yes 
Business and IT 
collaboration 

If business and IT work together 
to identify big data use cases. 

No, Partially, Yes 

Project outcomes If use case specifications and de-
liverables are well-identified. 

0-20%, 20-40%, 40-60%, 60-80%,  
80-100% 

Methodology If an agile team methodology to 
implement big data is used. 

No, Partially, Yes 

Iterative approach If an iterative development ap-
proach to implement big data is 
used. 

No, Partially, Yes 

Data availability If use cases’ data is available. 0-20%, 20-40%, 40-60%, 60-80%,  
80-100% 

Lake consolidate If a data lake for data consolidate 
is used. 

0-20%, 20-40%, 40-60%, 60-80%,  
80-100% 

Data lifecycle If data lifecycle is defined. No, Partially, Yes 
Multidisciplinary team If a multidisciplinary experienced 

team exists in the company. 
No, Yes, but need more resources, Yes 

Resources type Type of resources that are going to 
implement the project. 

Internal, External, Both 

Analytics daily 
operations 

If analytics is used for daily opera-
tions to drive business growth. 

No, Partially, Yes 

Advanced analytics If advanced analytics and data ex-
ploration visualization are used. 

0-20%, 20-40%, 40-60%, 60-80%,  
80-100% 

Prebuilt and custom 
ML 

If prebuilt analytics ML is used or 
custom development. 

Custom development, Prebuilt ML, 
Both 

Cloud and premise 
solutions 

Type of deployment of big data 
platform cloud/on-premise.  

Big data software, Big data as service, 
Hybrid 

Real-time data If the company ingests and pro-
cesses real-time data. 

No, Partially, Yes 

Data volume If the platform can handle all use 
case data with the future growth. 

No, Partially, Yes 

Data quality If data quality is used. No, Partially, Yes 
Data integration If data integration tools are used.  No, Partially, Yes 

Feature selection 
In the present study, we employed feature selection techniques to eliminate redundant and irrelevant 
features from the dataset. The goal was to enhance the predictive performance of the model. In the 
literature, various approaches to feature selection have been proposed and can be classified into three 
main categories (Chandrashekar & Sahin, 2014). 

Filter methods are applied before the training phase to identify correlations between features 
and rank them based on their dependence on the target variable. For numerical data, it is com-
mon to use variable dependency measures such as Pearson’s correlation coefficient (Guyon & 
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Elisseeff, 2003) to detect highly correlated features that are considered redundant. Similar meth-
ods are employed to eliminate features that do not significantly influence the target variable. 
Specific measures are used for categorical features, which are based on statistical tests (Yang & 
Pedersen, 1997) or information theory criteria (Brown et al., 2012).  

Wrapper methods [34] use classification performance as an objective function to select the op-
timal feature subset. With high-dimensional datasets, this becomes computationally very expen-
sive as the number of features’ subsets to explore increases exponentially. Wrapper methods can 
be applied sequentially or based on a heuristic to explore the space of all possible feature subsets 
(Chandrashekar & Sahin, 2014).  

Embedded methods perform feature selection during the training phase. To achieve this, they 
integrate the feature selection criteria into the algorithm’s objective function, which can lead to 
the elimination of features that are irrelevant to the optimization. Examples of this approach in-
clude tree-based algorithms such as Decision Tree and CatBoost, which perform embedded var-
iable elimination and generate feature importance scores at the end of the training phase. 

The present study employs the Mutual Information (Brown et al., 2012) filter method for feature se-
lection, given that all features are categorical. The result of the feature selection stage is a ranking of 
the features according to their predictive power based on the assigned scores. Consequently, the top 
10 features were utilized to conduct the tests. Figure 6 presents the feature ranking generated by the 
feature selection phase. 

 
Figure 6. Mutual information feature selection ranking 

 

MODELING – ALGORITHM SELECTION AND EVALUATION METRICS  
Algorithm selection and tuning  
In the present study, five classification algorithms that are commonly employed with categorical data 
were utilized to predict the success of Big Data projects. They are as follows: Decision Tree Classifi-
cation (DT) (Günlük et al., 2021), Logistic Regression (LR) (Peng et al., 2001), Categorical Naive 
Bayes (CNB) (Maia et al., 2021), Support Vector Machine Classification SVM (Hancock & Khosh-
goftaar, 2020), CatBoostClassifier (CB) (Dorogush et al., 2018), and Random Forest Classification 
(RF) (Breiman, 2001). 
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The hyperparameters of the tested algorithms were optimized using K-fold cross-validation. This 
technique involves iteratively partitioning the training data into disjoint subsets for training and vali-
dation. The goal is to identify optimal parameter values. Notably, this approach improved model per-
formance and mitigated overfitting. Table 5 presents the optimal hyperparameter values for each al-
gorithm after cross-validation, utilizing the grid search method with two folds (Pedregosa et al., 
2011). 

Table 5. Optimal hypermeter results for each algorithm 

Model Best parameter values 
Decision Tree Classification criterion: entropy, max_depth: 3, min_samples_leaf: 1 
Logistic Regression C: 10, max_iter: 1000 
Categorical Naive Bayes  alpha: 0.1 
Support Vector Machine Classification C: 1, kernel: linear 
CatBoost Classier depth: 6, l2_leaf_reg: 3, iterations: 300, learning_rate: 0.5 
Random Forest criterion: entropy, max_depth: 6, min_samples_leaf: 1, 

n_estimators: 100 
 

Evaluation metrics 
The purpose of evaluation metrics is to assess the performance of classification algorithms and pro-
vide a basis for comparative analysis. In this study, we calculated the following performance metrics 
to evaluate the algorithms (Hossin & Sulaiman, 2015): 

• Accuracy is the total success rate of the prediction. It is defined as the ratio between the 
number of correct predictions and the total number of instances. 

• Precision is the ratio of correct predictions for a specific target class to the total number of 
predictions. It quantifies the degree of confidence associated with the prediction outcomes. 

• Recall is the ratio of correct predictions for a specific target class to the number of instances 
of that class. It serves to quantify the efficacy of the classification algorithm in making predic-
tions. 

• F1 score is the harmonic mean of the precision and recall for a specific target class. 
 
Except for accuracy, the metrics mentioned are target class-specific. To obtain an overall perfor-
mance evaluation score, it is essential to calculate the average across all classes for each metric. The 
macro-average method computes the unweighted mean of individual metrics per class. In contrast, 
the micro-average method sums true positives, false negatives, and false positives across all classes to 
derive precision, recall, and F1 scores. The present study employs the micro-average method. 

RESULTS  
Two tests were conducted for all models: one with the top 10 features according to the Mutual Infor-
mation feature selection method and one with all features. Table 6 illustrates the obtained perfor-
mance metric values for each algorithm. The results demonstrate that superior performance was 
achieved when no feature selection was employed. 

The algorithms demonstrating the best performance are the Decision Tree (F1 = 67%) and the Cat-
Boost Classifier (F1 = 67%), followed by the Categorical Naive Bayes (F1 = 62%). The Logistic Re-
gression, Random Forest, and Support Vector Machines algorithms exhibited an overfitting issue 
during the training phase, with F1 scores of 100%, 95%, and 93%, respectively. 
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The results indicate that feature selection does not enhance the accuracy of the predictions. In fact, 
the inclusion of all features yielded a superior performance. This finding aligns with the recommen-
dations of previous researchers who suggest augmenting the data features to optimize model perfor-
mance (Li & Liu, 2012).  

Table 6. Model metrics values with/without feature selection 

 Metrics 
/ml 

Decision tree 
classification 

Logistic 
regression 

Categorical 
naïve bayes 

SVM 
classification 

CatBoost 
Classifier 

Random 
forest 

All features  
 

Precision 67% 54% 62% 46% 67% 58% 
Recall 67% 54% 62% 46% 67% 58% 
Accuracy 67% 54% 62% 46% 67% 58% 
F1 Score 67% 54% 62% 46% 67% 58% 

Mutual infor-
mation feature 
selection (top 
10 features)  

Precision 58% 42% 50% 42% 58% 38% 
Recall 58% 42% 50% 42% 58% 38% 
Accuracy 58% 42% 50% 42% 58% 38% 
F1 Score 58% 42% 50% 42% 58% 38% 

DISCUSSION 
As previously mentioned in the results section, the most effective algorithms for this particular use 
case are the Decision Tree and CatBoost algorithms. The CatBoost algorithm is distinguished by its 
ability to perform integrated feature elimination and to provide feature importance scores. In this 
section, we present the findings from one of each of those algorithms. 

CATBOOST PREDICTION FINDINGS 
This algorithm has identified a ranking of features that are pivotal for project success. The top 10 
features, ranked by impact, are as follows: 

1. Lake consolidation 
2. Multidisciplinary team 
3. Project outcomes 
4. Methodology 
5. Real-time data 
6. Management support 
7. Prebuilt machine learning  
8. Data volume 
9. Company size 
10. Resource type 

This finding holds immense significance for companies. Recognizing these features is crucial, as they 
represent the essence of Big Data maturity domains to focus on. Companies are advised to cultivate 
advanced capabilities in specific areas (data lakes, multidisciplinary teams, project outcomes, method-
ologies, and others) to bolster their prospects for success. In other words, companies need to achieve 
a high maturity level in domains and subdomains related to data, analytics, people, methodology, 
strategy alignment, and infrastructure to increase their chances of succeeding in their big data pro-
jects. 

Furthermore, this ranking validates our existing Global Big Data Maturity Model by emphasizing the 
importance of each global domain. Additionally, the results highlight a new dimension – Company 
Size – as a fundamental predictor of project outcomes. This insight not only reinforces the model’s 
validity but also provides guidance for companies on where to focus their developmental efforts. 
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DECISION TREE PREDICTION FINDINGS 
Although we initially trained the algorithm with all features, our hyperparameter tuning limited the 
number of levels in the decision tree, consequently reducing the number of features used. Decision 
tree offers transparent feature importance, providing a clear indication of the significance of different 
features or variables in the decision-making process. By observing the splits in the tree, we can iden-
tify which features had the most significant influence on predictions.  

This understanding helps pinpoint key factors affecting the model’s outcomes. Notably, decision 
trees reveal interesting conjunctions of features. Furthermore, decision trees excel in generating inter-
pretable models, offering an intuitive, transparent, and easily explainable framework for decision-
making. According to Figure 7, we can deduce the following rules: 

1. If management support is Low or Medium (<=1.5) and advanced analytics adoption is less 
than 40%, then success likelihood is between 0% and 20%. 

2. If management support is Low or Medium (<=1.5), advanced analytics adoption is greater 
than 40%, and project outcomes identification is less than 60%, then success likelihood is 
between 20% and 40%. 

3. If management support is Low or Medium (<=1.5), advanced analytics adoption is greater 
than 40%, and project outcomes identification is greater than 60%, then success likelihood is 
between 60% and 80%. 

4. For a small company, if management support is High (>1.5), the success likelihood is be-
tween 60% and 80%. 

5. For a medium or large company, if management support is High (>1.5) and data availability 
is less than 40%, the success likelihood is between 60% and 80%. 

6. For a medium or large company, if management support is High (>1.5) and data availability 
is greater than 40%, the success likelihood is between 80% and 100%. 

 

 
Figure 7. Decision tree trained with all Prediction Model features  
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This model shows that companies are most likely to succeed in implementing their big data projects 
when they have full management support for their big data project, and when they have the use case 
data available. Companies also stand a higher chance to succeed when advanced analytics are widely 
used across different company departments, and when use case specifications and results are well 
identified. In other words, the maturity domains that significantly influence the success of a big data 
project are strategy alignment, data, and methodology. Consequently, companies must focus on 
evolving in these areas to enhance their chances of success. The final crucial insight from the model 
is that success criteria and the domains to prioritize can vary based on company’ size.  

• For small companies, management support is sufficient for a good chance of success. 

• For large companies, management support and the availability of use case data both matter 
to have the best chances of success in Big Data projects 

CONCLUSION 
This work represents a significant milestone toward our big data adoption framework. The study 
demonstrates promising results for the big data prediction model. Using decision trees and Catboost 
Classifier, we achieved acceptable performance and, most importantly, were able to identify a feature 
set that can drive companies toward successful implementations (Management support and use cases 
data availability).   

Nevertheless, we acknowledge that due to the challenges associated with obtaining a larger dataset 
and the nature of the features, we were unable to reach the desired level of performance (67% accu-
racy and precision). This can be improved by employing techniques suggested by authors in the liter-
ature, such as the extension of the attribute information method, which is known to deliver superior 
classification performance (Li & Liu, 2012). Additionally, exploring different encoding techniques 
and testing various machine learning algorithms and ensemble methods could also lead to perfor-
mance improvements. 

In future studies, we plan to investigate these enhancement aspects further and analyze the impact of 
these findings on our Global Maturity Model and Big Data Adoption Framework.  
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